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Influence of benchmarks in Al

® \We cannot make progress if it cannot be
measured.

e Benchmarks often set the direction of a field.

e Key questions answered by a benchmark:

® What tasks are important and within
reach now?

® \Where do we stand now?
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Example: ImageNet [Deng et al., 2009]

IM&GENET

Yellow sand verbena, Abronia latifolia

SEARCH

Over 14M labeled images

Data collection leveraged image
search and crowdsourcing (Amazon
Mechanical Turk)

scale over precision

Led to the community-wide ILSVRC
challenge

The message:
Let’s learn from lots of data!
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Breakthrough of deep learning established by ImageNet
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Figure: From Fei-Fei Li's slides

e AlexNet Krizhevsky et al., 2012 achieved top-1 error rate in ILSVRC 2010.
® The result sparked renewed interests in neural netowrks.
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https://www.image-net.org/static_files/files/imagenet_ilsvrc2017_v1.0.pdf

Example: GLUE [Wang et al., 2019]

e A collection of selected NLU datasets
Established the breakthrough of pretraining: BERT achieved 7.7 points of

Corpus |Train| |Test| Task Metrics Domain
Single-Sentence Tasks
CoLA 8.5k 1k  acceptability Matthews corr. misc.
SST-2 67k 1.8k  sentiment acc. movie reviews
Similarity and Paraphrase Tasks
MRPC 3.7k 1.7k paraphrase acc./F1 news
STS-B Tk 1.4k  sentence similarity ~ Pearson/Spearman corr. misc.
QQpP 364k 391k paraphrase acc./F1 social QA questions
Inference Tasks
MNLI 393k 20k NLI matched acc./mismatched acc.  misc.
QNLI 105k 5.4k QA/NLI acc. Wikipedia
RTE 2.5k 3k NLI acc. news, Wikipedia
WNLI 634 146  coreference/NLI acc. fiction books

improvement
The message: Let’s build general NLU models that adapt to many tasks
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Task-specific evaluation

Review of basic classification metrics:

e Accuracy: fraction of correct predictions
® F1: balances precision and recall—when is this useful?

® AUROC: considers trade-off between true positive and false positive across
different thresholds
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Evaluating text geneneration tasks

Task: given the reference(s) of each source sentence, evaluate the quality of the
generated sequences.

Reference 1 Itis a guide to action that ensures that the military will forever heed
Party commands.

Reference 2 Itis the guiding principle which guarantees the military forces always
being under the command of the Party.

Candidate 1 Itis a guide to action which ensures that the military always obeys the
commands of the party.

Candidate 2 Itis to insure the troops forever hearing the activity guidebook that
party direct.
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Evaluating text geneneration tasks

Task: given the reference(s) of each source sentence, evaluate the quality of the
generated sequences.

Reference 1 Itis a guide to action that ensures that the military will forever heed
Party commands.

Reference 2 Itis the guiding principle which guarantees the military forces always
being under the command of the Party.

Candidate 1 Itis a guide to action which ensures that the military always obeys the
commands of the party.

Candidate 2 Itis to insure the troops forever hearing the activity guidebook that
party direct.

Main idea: good generations should have high overlap with the reference.
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BLEU: n-gram precision

First try: n-gram precision (x: input, c: candidate, r: references)

> (x,c,r) 2osengram(c) L[S IN ] # n-grams in both cand and ref
2 (x.c.r) 2osen-gram(c) L[S in ] # n-grams in cand

Pn =
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BLEU: n-gram precision

First try: n-gram precision (x: input, c: candidate, r: references)

> (x,cr) 2usengram(c) L[S N r]  # n-grams in both cand and ref
Pn = - = -
Z(mr) Zsen_gram(c) I[sin ] # n-grams in cand

Problem: can match only a few words in the reference(s)
Candidate the the the the the the the
Reference 1 The catis on the mat

Reference 2 There is a cat on the mat

unigram precision =?
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BLEU: n-gram precision

First try: n-gram precision (x: input, c: candidate, r: references)

> (x,cr) 2usengram(c) L[S N r]  # n-grams in both cand and ref
Pn = - = -
Z(mr) Zsen_gram(c) I[sin ] # n-grams in cand

Problem: can match only a few words in the reference(s)
Candidate the the the the the the the

Reference 1 The catis on the mat

Reference 2 There is a cat on the mat

unigram precision =?

Solution: clip counts to maximum count in the reference(s)
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BLEU: combine n-gram precision
Compute n-gram precision for each n (typically up to 4)

Then, we need to combine the n-gram precisions.

Average? Problem:; precision decreases roughly exponentially with n.
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BLEU: combine n-gram precision

Compute n-gram precision for each n (typically up to 4)
Then, we need to combine the n-gram precisions.
Average? Problem:; precision decreases roughly exponentially with n.

Solution: geometric mean (when w, = 1/n)

n
exp (Z w, log pn>

i=1
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BLEU: brevity penalty

Problem with precision: “One who does nothing also does nothing wrong”

Candidate of the

Reference 1 Itis the guiding principle which guarantees the military forces always
being under the command of the Party.

Reference 2 Itis the practical guide for the army always to heed the directions of the
party.

Why not use recall?
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BLEU: brevity penalty

candidate length C =}, _ len(c)

referencelength R =3 _ )y argmin.ciien(n)....len(r)} 12 — leN(c)|
e Use the reference whose length is closest to the candidate

Brevity penalty BP = L ife=r nopenalty
yp VPP Z eRIC i< downweight score
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BLEU

Putting everything together:

N
BLEU = BP - exp (Z w, log p,,)

n=1
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BLEU

Putting everything together:

N
BLEU = BP - exp (Z w, log p,,)

n=1

A good translation should match the references in word choice, word order, and
length. (How is each part captured by BLEU?)
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BLEU

Putting everything together:

N
BLEU = BP - exp (Z w, log p,,)

n=1

A good translation should match the references in word choice, word order, and
length. (How is each part captured by BLEU?)

Practicalitis:
® Both precision and the brevity penalty are computed at the corpus level.
® Need smoothing for sentence-level BLEU.
® Good correlation with human evaluation for MT (typically n = 4).
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ROUGE

Task: given a candidate summary and a set of reference summaries, evaluate the
quality of the candidate.

ROUGE-n: n-gram recall
® Encourage content coverage

ROUGE-L: measures longest common subsequence between a candidate and a
reference (doesn't require consecutive match.)

® Precision = LCS(c, r)/len(c)

e Recall = LCS(c, r)/len(r)

(148%)RR

® F-measure = R 7P
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Automatic evaluation metrics for generation

n-gram matching metrics (e.g. BLEU, ROUGE)
® Measures exact match with reference; interpretable.
® Do not consider semantics.
® Mainly used for machine translation

16/52



Automatic evaluation metrics for generation

n-gram matching metrics (e.g. BLEU, ROUGE)
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® Measures similarity to the reference in an embedding space.

® Captures synonyms and simple paraphrases
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Automatic evaluation metrics for generation

n-gram matching metrics (e.g. BLEU, ROUGE)
® Measures exact match with reference; interpretable.
® Do not consider semantics.
® Mainly used for machine translation

Embedding-based metrics (e.g. BERTScore, MAUVE)
® Measures similarity to the reference in an embedding space.
® Captures synonyms and simple paraphrases
® Results are often correlated with n-gram matching metrics

Human evaluation is still needed for
® |s the generation correct? e.g. faithfulness (summarization), adequacy (MT).
® |s the story/dialogue interesting, informative, engaging?
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Evaluating coding ability

HumankEval: generating code given docstrings; human-written solution and unit tests

def incr_list(l: list):

de

Ly

"""Return list with elements incremented by 1.
>>> incr_list([1, 2, 31

[2, 3, 4]

>>> incr_list([5, 3, 5, 2, 3, 3, 9, 0, 123])
[6, 4, 6, 3, 4, 4, 10, 1, 124]

return [i + 1 for i in 1]

solution(lst):
"""Given a non-empty list of integers, return the sum of all of the odd elements
that are in even positions.

Examples

solution([5, 8, 7, 11) ==>12
solution([3, 3, 3, 3, 3]) =29
solution([30, 13, 24, 3211) ==>0

return sum(1st[i] for i in range(9,len(lst)) if i % 2 == 0 and 1st[il % 2 == 1)

Figure: [Chen et al., 2021]
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Metrics
pass@k

: consider the output correct if at least one of the k samples is correct
® Use larger temperatur for large k

Pass@K vs K, Temperature

0.4 9 — 1=0.0

— T=0.2
— T=0.4
03 4 — T1=0.6
T=0.8
— T=1.0
024 — T=12

Pass@k
|

0.1 4

10° 10! 10?
Number of samples (k)
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Challenges in evaluating LLMs

What are challenges in evaluating LLMs like ChatGPT?
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Challenges in evaluating LLMs

What are challenges in evaluating LLMs like ChatGPT?

® Many use cases (coding, writing, knowledge retrieval etc.)
® Open-ended, long-form generation

e Data contamination: how do we know if our test data is unseen?
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Expanding the set of tasks

® Problem: models are no longer trained for a single task
® Solution: test on a collection of tasks—a benchmark

® Challenge: find challenging and easy-to-evaluate data sources

® Data source: exisiting datasets, exams, expert-written questions
® Evaluation: multiple choice or numerical answers
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Massive multitask language understanding

MMLU [Hendrycks et al., 2021]: MC questions covering 57 academic topics evaluated
by accuracy

® Current frontier LMs approach human-level ( 85% to 90%)
® Mainly measures knowledge retrieval and simple reasoning

One of the reasons that the government discourages and regulates monopolies is that
(A) producer surplus is lost and consumer surplus is gained.

(B) monopoly prices ensure productive efficiency but cost society allocative efficiency.
(C) monopoly firms do not engage in significant research and development.

(D) consumer surplus is lost with higher prices and lower levels of output.

AXXX

Microeconomics

Figure 3: Examples from the Microeconomics task.

When you drop a ball from rest it accelerates downward at 9.8 m/s. If you instead throw it
downward assuming no air resistance its acceleration immediately after leaving your hand is
(A) 9.8 m/s?

(B) more than 9.8 m/s?

(C) less than 9.8 m/s?

(D) Cannot say unless the speed of throw is given.

ics

Conceptual
Physi

XX XL
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Other similar benchmarks

e BIG-bench: the most broad benchmark

® Methodology: crowdsource tasks from the community
® |imitation: Tasks vary in quality and difficulty; some tasks may be niche,
e.g., inferring movie title from emojis

e HELM: multi-dimensional and transparent evaluation of LMs
® Evaluate robustness, calibration, fairness, etc. in addition to
correctness—harder to distill into a sipmle leaderboard
® Compare all models on the same set of data and release model outputs

23/52



Do we really need to test on this many tasks?

Model Family|# param Task # shot Perf.
GPT-3 3B strategy_ga 0 0.48
BIG-G T=1 8B | elementary_math 3 0.19
PalLM 64B code_line_desc 2 0.23
CIPT=E EE elementanma i) ? ® Train on a small set of tasks can

How predictable are LLM capabilities?

predict performance on other tasks

A
S0 P N i i i
I o ® Keyisto flnq a set of diverse and
BIG-G T=1 representative tasks
PaLM .
Train . .
GPT-3 ® Open question: can we predict
New Model Test " " T
emergent” abilities?
%—}
"small-bench"

How to evaluate new models within budget constraints?
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The benchmark saturation problem

Al benchmarks have rapidly saturated over time

Performance (normalized)
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Moving towards real-world evaluation

SWE-Bench [Jimenez et al., 2024]

Model Input Gold Patch
sphinx/ext/napoleon/docstring.py
def _parse_other_parameters_section(self, section: str) -> List[str]:
- return self._format_fields(_('Other Parameters'), self._consume_fields())
if self._config.napoleon_use_param:
# Allow to declare multiple parameters at once (ex: x, y: int)
fields = self._consume_fields(multiple=True)
return self._format_docutils_params(fields)
else:
fields = self._consume_fields()
return self._format_fields(_('Other Parameters'), fields)

¥ Instructions “1line
You will be provided with a partial code base and an issue
statement explaining a problem to resolve.

¥ Issue *67lines
napoleon_use_param should also affect “other
parameters” section Subject: napoleon_use_param

should also affect "other parameters” section

### Problem

Currently, napoleon always renders the Other parameters
section as if napoleon_use_param was False, see source

o

Generated Patch

def _parse_other_parameters_section(self, se... sphinx/ext/napoleon/docstring.py
# type: (unicode) -> List[unicode]
return self._format_fields(_('Other Para...

def _parse_other_parameters_section(self, section: str) -> List[str]:
- return self._format_fields(_('Other Parameters'), self._consume_fields())

* return self._format_docutils_params(self._consume_fields())
def _parse_parameters_section(self, section):

(unicode) -> List[unicode]
fields = self._consume_fieldsQ)

Generated Patch Test Results

if self._config.napoleon_use_param: ... PASSED  NumpyDocstringTest (test_yield_types)
PASSED  TestNumpyDocstring (test_escape_args_and_kwargs 1)
¥ Code 1431 lines PASSED TestNumpyDocstring (test_escape_args_and_kwargs 2)
. N PASSED  TestNumpyDocstring (test_escape_args_and_kwargs 3)
> README.rst 132lines PASSED TestNumpyDocstring (test_pep526_annotations)
» sphinx/ext/napoleon/docstring.py - 1295 lines FAILED NumpyDocstringTest (test_parameters_with_class_reference)

FAILED TestNumpyDocstring (test_token_type_invalid)

> Additional Instructions + 57 lines - 2 failed, 45 passed, 8 warnings in 5.16s
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https://arxiv.org/pdf/2310.06770

IC SWE Task: Reverted codebase
nal issue description

Moving towards real-world evaluation

SWE-Lancer [Miserendino et al., 2025]

Model generates proposed fix

Score & Evaluate

Original Issue (Problem, Description, Price)

Example: “[$8000] zip /postcode validation error
message not displayed for entering , on the Home
address screen #14958"

Large Language Model
‘The model is prompted with the task and asked to
produce a patch that resolves the issue.

N

+

Codebase - reverted to pre-fix state

We check out the repository commit just before the
solution to the issue was merged.

This includes all Expensify/App files like:
oid

Generated PR

mple: | oL e
Add a Zip Code
Validation Utilty

Grader
Human-generated end-to-end tests are run against
the model's updated codebase.

except nEr
print(str(e))

Human software engineers create end-to-
end tests for the issue

Scoring
If the end-to-end test is passed, the model's fix is

/andrc
/desktop. d
Jios - successful, which translates to earned payout.
/scripts D bunremraduce ptch

o . ” 04 $2000 earned
e [ —

B v

and more... B werer x $0 earned
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Motivation

® Benchmarks are suitable for easy-to-evaluate tasks with determinant answers
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Motivation

® Benchmarks are suitable for easy-to-evaluate tasks with determinant answers

® But we also care about more open-ended tasks and interactive tasks
® User preference, helpfulness, etc.

e How to evaluate without references?

® Use other judges: models, crowdworkers, experts
® Use environment feedback: games
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Rank model by user preference

ChatbotArena: live benchmark based on head-to-head comparison
® MT Bench: fixed prompt set + LLM as a judge

™ How It Works

o Blind Test: Ask any question to two anonymous Al chatbots (ChatGPT, Gemini, Claude, Llama, and more).
o Vote for the Best: Choose the best response. You can keep chatting until you find a winner.
o Play Fair: If Al identity reveals, your vote won't count.

NEW Image Support: Upload an image to unlock the multimodal arena!
‘¥’ Chatbot Arena LLM Leaderboard

o Backed by over 1,000,000+ community votes, our platform ranks the best LLM and Al chatbots. Explore the top Al models on our LLM leaderboard!
% Chat now!

C Expand to see the descriptions of 69 models

=) Model A = ModelB

Figure: https://lmarena.ai
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Rank model by user preference
Challenge: how to produce a ranking based on pairwise comparisons?

Elo
Rank Model Description
Rating
v a chat assistant fine-tuned from LLaMA on user-shared
1 @ vicuna-13b 1169
conversations by LMSYS
2 & koala-13b 1082 a dialogue model for academic research by BAIR
‘ oasst-pythia-
3 126 1065 an Open Assistant for everyone by LAION
a model fine-tuned from LLaMA on instruction-following
4 alpaca-13b 1008
. demonstrations by Stanford
an open bilingual dialogue language model by Tsinghua
5 chatglm-6b 985 P 9 ¢ gued ysng
7 University
6 fastchat-t5-3b 951 a chat assistant fine-tuned from FLAN-T5 by LMSYS
7 dolly-v2-12b 944 an instruction-tuned open large language model by Datalbricks
8 llama-13b 932 open and efficient foundation language models by Meta
stablelm-tuned-
9 858 Stability Al language models

alpha-7b
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Ranking LLMs

® The ideal metric is average win rate, but it requires data for every pair of
models—expensive!
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Ranking LLMs

® The ideal metric is average win rate, but it requires data for every pair of
models—expensive!

® Elo rating: estimate expected win rate given sequential comparisons of model A
and model B

1
EA = T 10(Re—Ray/ac0 M

5A<—RA+K-(5A—EA) (2)

® E,: expected win rate p(A > B)

® Rp, Ra: currentratings of Aand B

® S,: observed data—actual win (1) or lose (0)
® Update: similar to SGD
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Hack ChatbotArena

How would you hack ChatbotArena?

33/52


https://arxiv.org/abs/2501.17858

Hack ChatbotArena

How would you hack ChatbotArena?

Ranking Improvement

o

—— w/o Rigging
—— Target-Only

After:

@2 Chatbot Arena

Rank Model
74t Ty

(After rigging)

2 ~—=— Omnipresent
9
—

6]
3 '_r_17
Before
0/ & 1

0 2 28

4 6 8 76
# of New Votes (x103)

Figure: [Min et al., 2025]

Rank Model
89 1

(Before rigging)
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https://arxiv.org/abs/2501.17858

Hack ChatbotArena

How would you hack ChatbotArena?

15 ;] €2 Chatbot Arena
—— w/o Rigging _I_T;“.'
£, — TaretOnly {frer Rank Model
E ~—=— Omnipresent : :
) 74% my
g9 : :
= -
E | I (After rigging)
b 6]
=
= Rank Model
53 : :
= Before ,_r—h 89 iy
o/ T
0 bl 4 6 8 76 28 (Before riggin;
# of New Votes (x10%) (Before riging)

Figure: [Min et al., 2025]

® Detect the target model output
® Rate target model output as winning
® Detect and rate other models’ output to improve target model ranking
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Limitations of human judges

What are limitations of using human feedback?
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Limitations of human judges

What are limitations of using human feedback?

® Expensive

e Preference does not equal to correctness
® Humans may prefer human-pleasing but incorrect answers

® Reproducibility
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LLM as a judge

AlpacaEval:

35

use LLMs to simulate human preference

1. For each instruction: generate an output by baseline and model to eval
2. Ask GPT-4 the probability that the model’s output is better
3. (AlpacaEval LC) Reweight win-probability based on length of outputs

4. Average win-probability => win rate
AlpacaEval @ Leaderboard

i LCWinRate  Win Rate
GPT-4 Turbo (04/09) * 55.0% 46.1%
GPT-4 Preview (11/06) 50.0% 50.0%
Claude 3 Opus (02/29) * 40.5% 29.1%
GPT-4 * 38.1% 23.6%

Figure: From Yann Dubois' slides
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LLM as a judge

High correlation with human

0.84  Spearman Correlation: 0.98
2 =
g 074 R*=0.87
0 0.6
S 0.5
é 0.4+
5 0.3
T0.2-
0.14
0.0

1 I I 1 I I 1 1
0.1 0.2 03 04 05 06 0.7 0.8
Simulated Win-rate
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Limitations of LLM as a judge
LLM as a judge is scalable and fast, which allows for rapic iteration. What could go
wrong?
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Limitations of LLM as a judge

LLM as a judge is scalable and fast, which allows for rapic iteration. What could go

wrong?

Position bias: when comparing two answers, the order of the answers may bias the

outcome

Original
Prompt \
System Prompt]
‘Question]
Solution [1] - Candidate 1]
Solution [2] - Candidate 2]

[Option Mode]

{A}: [1] Better {B): [2] Better:
{C}: Both (Good); {D}: Both Bad
Swapped

S —
[System Prompt]

[Question]

[Solution [1] - Candidate 2]
[Solution [2] - Candidate 1]

[Option Mode]

A}: [1] Better {B}: [2] Better;
C}: Both (6ood): {D}: Both Bad

— LLM Judge —
[Judgment]: Cmgiml

choose from (A},{B}{C}.{D},
depending on Option Mode

-~ @@ J

— LLM Judge —
[Judgment]: Cswﬂppe d

choose from {A}{B}{C}.{D},
depending on Option Mode

-

Figure: [Shi et al., 2024]

Judgment Pair

(Cor'iginul

OWO®®® O>0>> TOO®>

Cswapped )

WOWA® 2xg>0>» TOO>®

Position Consistent
Fairly Preferred

Position Inconsistent
Primacy-preferred

Position Inconsistent
Recency-preferred
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Limitations of LLM as a judge

Length bias: increasing answer length can improve model rating

AlpacaEval Length-controlled AlpacaEval

concise standard verbose | concise standard verbose

gpt4_1106_preview - 50.0 51.6
Mixtral-8x7B-Instruct-v0.1 13.7 23.7 23.2
gpt4_0613 30.2 33.8

claude-2.1 25.3 30.3
gpt-3.5-turbo-1106 7.4 19.3 22.0
alpaca-7b 2.0 5.9 6.8

Control for length: estimating contribution from different factors (model, length,
instruction)
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Limitations of LLM as a judge

Self-preference bias: LM favors its own generations

Self-preference score

0.9-

0.8+

0.7

0.6

0.5

0.4

0.3+

0.2

0.1+

0.0~

CNN/Dailymail

’;‘o

&
o

. k).D 011 012 013 014 D.‘S 016 D.‘7 D.‘S 0.9 1.0‘

Self-recognition score

b.O D.‘1 O,‘Z 0.‘3 014 015 016 017 0.‘8 D.‘91.0‘

Self-recognition score

Figure: [Panickssery et al., 2024]

Model

© Llama 2
GPT-3.5

© GPT-4

Fine-tuning task

+ N/A

@ Control tasks

A Self-recognition (N=10)
# Self-recognition (N=500)

Fine-tuning source
@ In-domain
Out-of-domain
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Evaluating models beyond accuracy

Practitioners: efficiency, robustness
® How much resource does it take for training and inference?
® Does it handle typos/dialects/etc. well?
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Evaluating models beyond accuracy

Practitioners: efficiency, robustness
® How much resource does it take for training and inference?
® Does it handle typos/dialects/etc. well?

Product managers: calibration, explainability
® Canthe model indicate its uncertainty about a prediction?
® Can it explain its predictions?

Policymakers: fairness, privacy
® Does the model put certain groups at disadvantage?
® Does it protect user privacy?
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Calibration

In high-stake settings (e.g., healthcare), we want to know how uncertain the model
prediction is. (Why?)
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® Avoid making incorrect predictions (improving precision)
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Calibration

In high-stake settings (e.g., healthcare), we want to know how uncertain the model
prediction is. (Why?)

® Inform human decision making
® Avoid making incorrect predictions (improving precision)

Problem setting:
® Model outputs a confidence score (high confidence — low uncertainty)

® Given the confidence scores, the prediction and the groundtruth, measure how
calibrated the model is.

® Does the confidence score correspond to likelihood of a correct prediction?
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Defining calibration

We can directly take the model output py(y | x) where y = arg max, py(y | x) as the
confidence score.

How good is the confidence score?
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Defining calibration

We can directly take the model output py(y | x) where y = arg max, py(y | x) as the
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Defining calibration

We can directly take the model output py(y | x) where y = arg max, py(y | x) as the
confidence score.

How good is the confidence score?

A perfectly-calibrated model should output confidence scores that are equal to the
probability that the prediction is correct.

Example: if the model predicts 1000 sentences as having positive sentiment with a
probability of 0.8, then 800 of these predictions are correct.

P(prediction = groundtruth | confidence = p) = p, Vp € [0,1]

Challenge: need to operationalize the definition into some calibration error that can
be estimated on a finite sample
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Expected calibration error (ECE) [Naeini et al., 2015]

Main idea: “discretize” the confidence score

Partitioning predictions into M equally-spaced bins By, ..., By by their confidence
score.
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Expected calibration error (ECE) [Naeini et al., 2015]

Main idea: “discretize” the confidence score

Partitioning predictions into M equally-spaced bins By, ..., By by their confidence
score.

M
B
ECE = Z |,;"| laccuracy(B,,) — confidence(B,,)|
m=1

1.0

Hl Outputs HEl Outputs
0.8 ||z Gap
g’ 0.6 ® Modern neural networks are poorly
<§ 0.4 calibrated [Gao et al., 2017]
0.2 e |eft: 5 layer LeNet
Error=44.9 .
0.0 ® Right: 110 layer ResNet

0.0 0.2 04 06 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0
Confidence
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ECE calculation example

Practicalities:
® Number of bins can have large impact on the calculated ECE
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ECE calculation example

Practicalities:

e Number of bins can have large impact on the calculated ECE
® Some bins may contain very few examples

® Equally sized bins are also used in practice

Probabilities of

I~ 0.0 0.1 02 03 - 07 0.8 0.9 1.0
model predictions: :
X X
Equal-sized bins: Bin 1 . Bin 2

Accuracy = 2/4=0.5 Accuracy = 3/4 =0.75
Prob=(0.0+0.1+0.2+0.3)/4=0.15 Prob = (0.7 +0.8+0.9+1.0)/4=0.85
Bin-1 error = [0.5-0.15| = 0.35 Bin-2 error = |0.75 - 0.85| = 0.1

ECE (expected calibration error) = (4/8) * 0.35 + (4/8) * 0.1 = 0.225

Figure: From HELM
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Selective classification

How can we use the confidence score?
e Abstain (not predicting) on examples with low confidence
e Optionally ask for human help
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Selective classification

How can we use the confidence score?
e Abstain (not predicting) on examples with low confidence
e Optionally ask for human help

Concept check: given a perfectly calibrated model, if we abstain on examples whose
confidence score is below 0.8, what's the accuracy we will get?

Accuracy-coverage trade-off:
® Accuracy can be improved by raising the confidence threshold

® But coverage (fraction of examples where we make a prediction) is reduced with
increasing threshold
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Selective classification metrics

Accuracy at a specific coverage

Probabilities of

- C% (e.g. 10%) of
model predictions:

examples with
highest
probabilities

00 01 02 03 07

X X

Selective classification accuracy = 2/3 = 0.67

Figure: From HELM

46/52


https://arxiv.org/pdf/2211.09110.pdf

Selective classification metrics

Accuracy at a specific coverage

Probabilities of

- C% (e.g. 10%) of
model predictions:

examples with
highest
probabilities

00 01 02 03 07

X X

Selective classification accuracy = 2/3 = 0.67

Figure: From HELM

Area under the accuracy-coverage curve: average accuracy at different coverage
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Does LM know what it doesn’t know?

. . . Codex: 52B Self-Evaluation with Comparison Examples (20-Shot)
Lambada: 52B Self-Evaluation with Comparison Examples (20-Shot)

- Correct

500
1000 "= Correct B Incorrect
W Incorrect

Counts

0.2 0.3 0.4 0.5 0.6 A . . 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Probability(True) Probability(True)

0.1

Figure 10 Models self-evaluate their own samples by producing a probability P(True) that the samples are
in fact correct. Here we show histograms of P(True) for the correct and incorrect samples, in the evaluation
paradigm where models also see five 7' = 1 samples for the same question, in order to improve their judg-
ment. Here we show results only for Lambada and Codex, as these are fairly representative of short-answer
and long-answer behavior; for full results see Figurein the appendix.

Is the proposed answer:
(A) True
(B) False
The proposed answer is:

Fiorire* Eram Kadavath at ol 2099 471752
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Privacy

Models are now trained on large quantities of public internet data.

What could be the privacy concerns?
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Privacy

Models are now trained on large quantities of public internet data.

What could be the privacy concerns?
® Private data can be leaked to the internet
® Private data can be inferred by linking multiple public data sources
® Private data can be predicted from public information

® Sensitive public information can be shared more widely out of the intended
context

48/52



Can we extracting sensitive data from models?

Models can generate its training data verbatim [Carlini et al., 2021]:

Prefix
East Stroudsburg Stroudsburg. .. ]

Memorized text

Corporation Seabank Centre
Marine Parade Southport

Peter

+ill 7 5
Fax: +

"Marine Parade Soutnport N e IR <

Q Al @ Maps [ Images & News O Shopping i More

6 results (0.33 seconds)

¢ Q

Tools
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How to extract memorized data from models?

Training Data Extraction Attack | Evaluation
200,000 LM Sorted . I Choose Check
LM (GPT-2) Generations  Generations Deduplicate |
|

Top-100 Memorization

(using one of 6 metrics)

- p—d —
~ — | —— > Internet
1
— i

How to find potentially memorized text?

Prefixes

® Direct sampling would produce common text (e.g., | don't know)
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How to extract memorized data from models?

Training Data Extraction Attack | Evaluation
200,000 LM Sorted . I Choose Check
LM (GPT-2) Generations  Generations Deduplicate |
|

Top-100 Memorization

(using one of 6 metrics)

— —— Sv o/
— g | —— _»| Internet V
’ q» : Search &
% >
) | 24
J !
1

How to find potentially memorized text?

Prefixes

® Direct sampling would produce common text (e.g., | don't know)
® Key idea: compare to a second model; text is ‘interesting' if its likelihood is only
high under the original model.

® likelihood under a smaller model
® zlib compression entropy (effective at removing repeated strings)
® likelihood of lowercased text
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What kind of data can be extracted?

Category Count
US and international news 109
Log files and error reports 79
License, terms of use, copyright notices 54
Lists of named items (games, countries, etc.) 54
Forum or Wiki entry 53
Valid URLs 50
Named individuals (non-news samples only) 46
Promotional content (products, subscriptions, etc.) 45
High entropy (UUIDs, base64 data) 35
Contact info (address, email, phone, twitter, etc.) 32
Code 31
Configuration files 30
Religious texts 25
Pseudonyms 15
Donald Trump tweets and quotes 12
Web forms (menu items, instructions, etc.) 11
Tech news 11
Lists of numbers (dates, sequences, etc.) 10

Repeated data is more likely to be
extracted:

Occurrences Memorized?
URL (trimmed) Docs Total XL M S
/r/H51y/milo_evacua... 1 359 v v o n
/r/Mlzin/hi_my_name... 1 113 v v
/r/H7ne/for_all_yo... 1 7% v 1k
/IS mj/fake_news_... 1 72 Vv
/r/HI5wn/reddit_admi... 1 64 v v
/-/Hllp8/26_evening... 1 56 v v
/r/Hljla/so_pizzagat... 1 51 v 1
/r/HERabf/ late_night... 1 51 v ol
/t/MBeta/make_christ... 1 35 v 1
/r/H6ev/its_officia... 1 33 v
/t/HI3c7/scott_adams... 1 17
/t/HI20/because_his... 1 17
/r/Hltu3/armynavy_ga... 1 8
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